New confidence bounds for the mean of a Gaussian distribution versus the classical confidence bounds

Abstract

The aim of the present study is to compare confidence intervals for the mean of a Gaussian distribution. Considering the square error loss function, Approximate Bayesian confidence intervals for the mean of a normal population are derived. Using normal data and SAS software, the obtained approximate Bayesian confidence intervals will then be compared to the ones obtained with the well-known classical method.

Numerical results show that both the classical and the new Approximate Bayesian model perform well and that the Approximate Bayesian model has great coverage accuracy.
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Introduction

Bayesian analysis implies the exploitation of suitable prior information and the choice of a loss function in association with Bayes’ Theorem. It rests on the notion that a parameter within a model is not merely an unknown quantity but rather behaves as a random variable which follows some distribution. In the area of life testing, it is indeed realistic to assume that a life parameter is stochastically dynamic. This assertion is supported by the fact that the complexity of electronic and structural systems is likely to cause undetected component interactions resulting in an unpredictable fluctuation of life parameters. Recently, Drake gave an excellent account for the use of Bayesian statistics in reliability problems. As he points out “He (Bayesian) realizes that his selection of a prior (distribution) to express his present state of knowledge will necessarily be somewhat arbitrary. But he greatly appreciates this opportunity to make his entire assumptive structure clear to the world”. “Why should an engineer not use his engineering judgment and prior knowledge about the parameters in the statistical distribution he has picked? For example, if it is the mean time between failures (MTBF) of an exponential distribution that must be evaluated from some tests, he undoubtedly has some idea of what the value will turn to be”. In the present study, we shall consider a classical and useful underlying model. That is, we shall consider the Normal underlying model characterized by

\[ f(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}; -\infty < x < \infty, -\infty < \mu < \infty, \sigma > 0 \]  

(1)

Once the underlying model is found to be normally or approximately normally distributed, to construct confidence intervals for a Normal population mean, the well-known classical approach uses the following models that rely on the standard Normal and the student-t statistics:

\[ \left( \bar{X} - t_{n-1\alpha/2} \frac{\sigma}{\sqrt{n}}, \bar{X} + t_{n-1\alpha/2} \frac{\sigma}{\sqrt{n}} \right) \]  

(2)

\[ \left( \bar{X} - Z_{\alpha/2} \frac{\sigma}{\sqrt{n}}, \bar{X} + Z_{\alpha/2} \frac{\sigma}{\sqrt{n}} \right) \]  

(3)

Methodology

In the derivation of our Approximate Bayesian confidence bounds for the mean of a normal distribution, the square error loss function has been used. The square error loss function places a small weight on estimates near the true value and proportionately more weight on extreme deviation from the true value of the parameter. Its popularity is due to its analytical tractability in Bayesian modeling. The square error loss is defined as follows:

\[ L_{SE}(\bar{X}, \mu) = (\bar{X} - \mu)^2 \]  

(4)

Considering the Square Error Loss function, the following Approximate Bayesian confidence bounds for the variance of a Normal distribution have been derived:

\[ \left( \bar{X} - t_{n-1\alpha/2} \frac{\sigma}{\sqrt{n}}, \bar{X} + t_{n-1\alpha/2} \frac{\sigma}{\sqrt{n}} \right) \]  

(5)

\[ \left( \frac{\sum_{i=1}^{n} (x_i - \mu)^2}{n-2 - 2\ln(\alpha/2)} \right) \]  

(6)

Using the equation

\[ \sigma^2 = E(X^2) - \mu^2 \]  

(7)

Along with equations (5) and (6), the following Approximate Bayesian confidence bounds for a positive mean of a normal distribution have been easily derived:
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\[ U_{\mu(\text{SE})} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-1} + \bar{x}^2 - \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-2-2\ln(\alpha/2)} \]  \hspace{1cm} (7)

\[ L_{\mu(\text{SE})} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-1} + \bar{x}^2 - \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-2-2\ln(1-\alpha/2)} \]  \hspace{1cm} (8)

Hence, for a normal random variable \( X \) with a mean that is smaller or equal to zero, we can infer the following Approximate Bayesian confidence bounds \(^{15-17}\) for the population mean:

\[ U_{\mu(\text{SE})} = \left\{ \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n-1} + \bar{y}^2 - \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n-2-2\ln(\alpha/2)} \right\}^{0.5} - a \]  \hspace{1cm} (9)

\[ L_{\mu(\text{SE})} = \left\{ \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n-1} + \bar{y}^2 - \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n-2-2\ln(1-\alpha/2)} \right\}^{0.5} - a \]  \hspace{1cm} (10)

Where \( y = x+a \) and “\( a \)” is a constant such that \( x+a > 0 \)

**Numerical and results**

For the numerical results, we will use samples that have been obtained from normally distributed populations \(^{18-20}\) (Examples 1, 2, 3, 4, 7) and approximately normal populations (Examples 5, 6). SAS software is used to obtain the normal population mean \( \mu \) and standard deviation \( \sigma \) corresponding to each of the Normal and approximately Normal data sets that are given below. The lengths of the classical and Approximate Bayesian confidence intervals are respectively denoted by \( W_C \) and \( W_{\text{SE}} \).

**Example 1:** Data obtained from Prem S Mann\(^{11}\) 24, 28, 22, 25, 24, 22, 29, 26, 25, 28, 19, 29. Normal population distribution obtained with SAS:

\[ N(\mu = 25.083, \sigma = 3.1176) \]

\[ \bar{x} = 25.0833 \]

The corresponding (Table 1) sample mean and sample variance is \( s^2 = 9.719696 \)

**Example 2:** Data obtained from Prem S Mann\(^{11}\) 13, 11, 9, 12, 8, 10, 5, 10, 9, 12, 13. Normal population distribution obtained with SAS:

\[ N(\mu = 10.182, \sigma = 2.4008) \]

\[ \bar{x} = 10.181812 \]

The corresponding (Table 2) sample mean and sample variance is \( s^2 = 5.763636 \)

**Table 1** Classical and approximate Bayesian confidence intervals for the population mean corresponding to the first example of data set

<table>
<thead>
<tr>
<th>C.L.</th>
<th>Approx. Bayesian bounds (SE)</th>
<th>Classical bounds</th>
<th>WC WSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>25.0683-25.1311</td>
<td>23.85665-26.31001</td>
<td>39.87</td>
</tr>
<tr>
<td>90</td>
<td>25.0661-25.1437</td>
<td>23.46696-26.69971</td>
<td>41.66</td>
</tr>
<tr>
<td>95</td>
<td>25.0650-25.1543</td>
<td>23.10246-27.06420</td>
<td>44.36</td>
</tr>
<tr>
<td>99</td>
<td>25.0641-25.1734</td>
<td>22.28798-27.87869</td>
<td>51.15</td>
</tr>
</tbody>
</table>

**Example 3:** Data obtained from Prem S Mann\(^{11}\) 16, 14, 11, 19, 14, 17, 13, 16, 17, 18, 19, 12. Normal population distribution obtained with SAS:

\[ N(\mu = 15.5, \sigma = 2.6799) \]

The corresponding (Table 3) sample mean and sample variance is \( \bar{x} = 15.5 \)

\( s^2 = 7.181818 \)

**Table 2** Classical and approximate Bayesian confidence intervals for the population mean corresponding to the second example of data set

<table>
<thead>
<tr>
<th>C.L.</th>
<th>Approx. Bayesian bounds (SE)</th>
<th>Classical bounds</th>
<th>WC WSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10.1575-10.2565</td>
<td>9.18869-11.17495</td>
<td>20.06</td>
</tr>
<tr>
<td>90</td>
<td>10.1538-10.2756</td>
<td>8.87019-11.49344</td>
<td>21.54</td>
</tr>
<tr>
<td>95</td>
<td>10.1520-10.2914</td>
<td>8.56907-11.79457</td>
<td>23.14</td>
</tr>
<tr>
<td>99</td>
<td>10.1506-10.3194</td>
<td>7.88792-12.47572</td>
<td>27.18</td>
</tr>
</tbody>
</table>

**Example 4:** Data obtained from Prem S Mann\(^{11}\) 27, 31, 25, 33, 21, 35, 30, 26, 25,31,33,30, 28. Normal population distribution obtained with SAS:

\[ N(\mu = 28.846, \sigma = 3.9549) \]

The corresponding (Table 4) sample mean and sample variance is
\[ s^2 = 15.641025 \]
\[ \bar{x} = 28.846153 \]

**Table 4** Classical and approximate Bayesian confidence intervals for the population mean corresponding to the fourth example of data set

<table>
<thead>
<tr>
<th>C.L.%</th>
<th>Approximate Bayesian bounds (SE)</th>
<th>Classical bounds</th>
<th>WC</th>
<th>WSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>28.8270-28.9087</td>
<td>27.35878-30.3335</td>
<td>36.41</td>
<td></td>
</tr>
</tbody>
</table>

**Example 5:** Data obtained from James T et al. 52, 33, 42, 44, 41, 50, 44, 51, 45, 38, 37, 40, 44, 50, 43. Normal population distribution obtained with SAS:

\[ N(\mu=43.6, \sigma=5.4746) \]

The corresponding (Table 5) sample mean and sample variance is

\[ \bar{x} = 43.6 \]
\[ s^2 = 29.971428 \]

**Table 5** Classical and approximate Bayesian confidence intervals for the population mean corresponding to the fifth example of data set

<table>
<thead>
<tr>
<th>C.L.%</th>
<th>Approximate Bayesian bounds (SE)</th>
<th>Classical bounds</th>
<th>WC</th>
<th>WSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>43.5794-43.6703</td>
<td>41.69879-45.5012</td>
<td>41.83</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>43.5764-43.6902</td>
<td>41.11076-46.0892</td>
<td>43.75</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>43.5749-43.7074</td>
<td>40.56796-46.6320</td>
<td>63.3</td>
<td>23.9</td>
</tr>
<tr>
<td>99</td>
<td>43.5738-43.7395</td>
<td>39.39189-47.8081</td>
<td>50.79</td>
<td></td>
</tr>
</tbody>
</table>

**Example 6:** Data obtained from James T et al. 52, 43, 47, 56, 62, 53, 61, 50, 56, 52, 53, 60, 50, 48, 60, 55. Normal population distribution obtained with SAS:

\[ N(\mu=53.625, \sigma=5.4145) \]

The corresponding (Table 6) sample mean and sample variance is

\[ \bar{x} = 53.625 \]
\[ s^2 = 33.226 \]

**Table 6** Classical and approximate Bayesian confidence intervals for the population mean corresponding to the sixth example of data set

<table>
<thead>
<tr>
<th>C.L.%</th>
<th>Approximate Bayesian bounds (SE)</th>
<th>Classical bounds</th>
<th>WC</th>
<th>WSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>53.6098-53.7677</td>
<td>51.80979-55.4402</td>
<td>53.31</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>53.6076-53.6932</td>
<td>51.25210-55.9979</td>
<td>55.44</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>53.6065-53.7064</td>
<td>50.74043-56.5096</td>
<td>57.75</td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>53.6056-53.7315</td>
<td>49.63588-57.6142</td>
<td>63.37</td>
<td></td>
</tr>
</tbody>
</table>

**Summary and conclusion**

i. The classical and our Approximate Bayesian models perform well. The Approximate Bayesian model has great coverage accuracy and performs better.

ii. The classical method used to constructing confidence intervals for the mean of a Normal population does not always yield the best coverage accuracy. In fact, the above Approximate Bayesian models perform better than their classical counterparts.

iii. Contrary to the classical method that uses the standard Normal and the student-t statistics, the new Approximate Bayesian approach and confidence bounds rely only on the observations that are under study.

iv. With the new Approximate Bayesian approach, Approximate Bayesian confidence intervals for a Normal or approximately Normal population mean are easily obtained for any level of significance.

v. Bayesian Analysis contributes to reinforcing well-known statistical theories such as the Estimation and Decision-Making theories.
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