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Introduction
Autism spectrum disorder (ASD) is a set of neurodevelopmental 

disorders characterized by a lack of verbal and nonverbal 
communication in the first three years of life. Eye contact avoidance, 
emotional management or empathy disorders, and a conspicuously 
limited variety of interests and activities are just a few of the atypical 
social behaviors.1 ASD is now present in between 1% and 2% of 
the population, according to recent large-scale surveys.2,3 ASD has 
become more frequent in the last two decades.4 

Although the average age of diagnosis has dropped and the DSM 
diagnostic criteria have altered, an increase in risk factors cannot 
be fully ruled out.5,6 Men experience ASD two to three times more 
commonly than women do, according to research.2,3,7 The under 
recognition of female ASDs may be the cause of this diagnostic bias 
in favor of males.8 Additionally, some studies have hypothesized that 
protective benefits against ASD that are particular to women may 
occur.9 Figure 1 shows the main gene and another effective factors 
for the ASD.

Figure 1 Schematic diagram for the main causes of ASD, the information of 
all class is taken from.10

Autism was previously classified into four categories by the 
Diagnostic and Statistical Manual of Mental Disorders-4 (DSM-4): 
Asperger Syndrome, Autistic Disorder, Pervasive Developmental 
Disorder Not Otherwise Specified (PDD-NOS), and Childhood 
Disintegrative Disorder (CDD).The Diagnostic and Statistical 

Manual of Mental Disorders-5 (DSM-5) has combined these four 
classifications into the diagnosis of autism spectrum disorder 
(ASD). ASD was classified by severity levels in the DSM-5 based 
on limitations in social communication and repetitive and limited 
conduct. The severity levels are: Level 1 - Support Required, Level 2 - 
Substantial Support Required, and Level 3 - Very Substantial Support 
Required.

Despite the fact that doctors employ standardized diagnostic 
instruments for ASD diagnosis, one significant limitation of the 
approach is that applying diagnostic tools necessitates a significant 
amount of time “to complete the evaluation and interpret the results.11 
This issue has a clever machine learning approach suggested as 
a solution. The main goal of machine learning research for ASD 
detection is to increase diagnostic accuracy while reducing diagnostic 
time. Reduced diagnosis time allows for rapid intervention for 
ASD patients. By reducing the dimensionality of the relevant input 
information, the machine learning technique also aims to identify the 
top ASD traits. 

Literature review  
The study suggests that the random SVM cluster method has 

potential for assisting in the auxiliary diagnosis of ASD, based on 
resting-state functional magnetic resonance imaging (fMRI) data.12 
The researcher using brain imaging data from the Autism Brain 
Imaging Data Exchange (ABIDE) dataset to identify ASD. Here 
used Multilayer perceptron with backpropagations algorithm.13 The 
paper discusses mobile autism risk assessment tools. Designed for 
mobile devices, the program identifies kids at risk of autism spectrum 
condition early. They use binary firefly algorithm, they got 91-92% 
accuracy.14 The researchers used crowdsourcing to get information. 
They gathered a lot of clinical tests and behavioral observations 
from people with autism and ADHD, as well as from people who 
were growing normally.  They use SVM algorithm with 60 to 90% 
accuracy.15 These studies used SVM random algorithm with an 
accuracy of 89%.16−18 The research provides a machine-learning 
approach to predict autism symptoms in any age. The research 
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Abstract

One of the most prevalent illnesses in children is autism spectrum disorder (ASD) (1 in 44). 
According to some estimates, 53% of kids with ASD engage in one or more challenging 
behaviors (CB; aggression, self-injury, property destruction, elopement, etc.), which is 
significantly higher than the prevalence among their peers who are typically developing 
or who have other developmental disorders. Numerous, significant negative effects of CB 
on the person exist, and they are linked to a worse long-term outlook. For caregivers of 
children with ASD, the presence of CB is a better indicator of stress than the severity of the 
child’s core ASD symptoms. The validity of fixed features extracted from autistic children’s 
face photographs as a biomarker to demarcate them from healthy children is investigated in 
this study paper. The proposed paper aims to use deep learning models (CNN) to classify 
autism spectrum disorders based on facial expression images. By leveraging the power of 
deep convolutional neural networks, based on the Kaggle dataset. We used and prepared 
data input to CNN models where the split image in two parts horizontally and vertically as 
feature extractor’s model as a binary classifier to identify autism in children accurately. Our 
results reveal that the proposed model achieved an accuracy of 94%, Sensitivity of 93% 
and Specificity of 95% this indicator is considered important and can be built or relied on.

Keywords: computer vision, machine learning, CNN, autism spectrum disorder, 
behavioral science
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presents a more efficient and accurate machine learning approach by 
mixing Random Forest-CART and Random Forest-ID3 algorithms to 
predict autism. A smartphone app based on this model was created. 
The suggested model was tested using the AQ-10 dataset and 250 
real datasets from autistic and non-autistic people.19 The paper 
investigates graph representation learning methods and deep neural 
networks to detect ASD patients using brain functional connectivity 
characteristics. AWE, Node2vec, Struct2vec, multi-node2vec, and 
Graph2Img represent the ABIDE I and II databases, with Graph2Img 
being the best. The study achieves 80% accuracy for leave-one-site-
out cross-validation using PCA for feature vector extraction and latent 
deep neural network for classification.20 This study presents a practical 
method for screening Autism Spectrum Disorder (ASD) using face 
images. We utilize VGG16 transfer learning-based deep learning 
techniques on a distinct dataset of clinically diagnosed children with 
ASD that we have gathered.21 In this work introduced a deep learning 
model, Mobile Net, which uses deep learning to classify children 
into healthy children or potential autistic children according to their 
facial images. The dataset used in this research is from Kaggle.22 
Using a Deep Convolutional Neural Network (CNN) to classify facial 
emotions in people with and without Autism Spectrum Disorder 
(ASD) using electroencephalography (EEG) signals. The study 
discovered that CNN successfully identified facial emotions for both 
ASD and non-ASD groups, implying that facial emotion information 
is present in the brain signal of people with ASD.23 The paper talks 
about how machine learning techniques could be used to find autism 
spectrum disorder (ASD) automatically using brain imaging data. It 
talks about how machine learning methods can be used to find ASD 
early on and the problems when combining machine learning with 
brain imaging data from different places.24 This work employed 
transfer learning with MobileNetV2 and MobileNetV3-Large models 
trained on ImageNet to recognize and identify facial expressions in 
autistic children.25 The researchers created an autism classifier using 
deep learning techniques. They trained a computer vision model using 
video data from a mobile game application.26 The paper discusses 
the advancement of artificial intelligence (AI) models in diagnosing 
autism spectrum disorder (ASD) through analyzing facial expressions 
and clues. The paper investigates integrating convolutional neural 
network (CNN) models with XGBoost and RF algorithms in hybrid 
systems.27 The paper discusses creating a real-time system that can 
identify emotions in autistic children by utilizing deep learning and 
Internet of Things (IoT) technologies. The system’s objective is to 
identify emotions in autistic children and to aid in the management 
of pain or rage. The document also emphasizes the significance of 
assistive technology in enhancing the quality of life for those with 
autism. The text underscores the importance of choosing suitable 
assistive technology that aligns with individual requirements and 
features. In addition, the document discusses using facial expression 
recognition for the early detection of autism.28 The suggested paper 
plans to use deep learning models (CNN) to classify images of facial 
expressions for people with autism spectrum disorders and Non-ASD. 
We used and prepared data to be fed into CNN models. The image 
was split horizontally and vertically to use as a feature extractor 
and a binary classifier to correctly find children with autism.  In this 
paper, we present a convolutional neural network classifier for the 
classification of ASD and non-ASD. The rest of the paper is organized 
as: section 3 presents the proposed system modeling and the main 
database, section 4 presents experiment, section 5, 6 is the discussion 
and conclusion.

Proposed method

CNNs have achieved remarkable success in various computer 
vision tasks, surpassing traditional methods in many cases. Their 

ability to automatically learn hierarchical features from raw input data 
makes them highly effective at extracting meaningful information 
from images and videos. A convolutional neural network is a deep 
learning algorithm that processes and analyzes visual data, such as 
images or videos. It is widely used in computer vision tasks, including 
image classification, object detection, and image segmentation. They 
consist of multiple layers, including convolutional, pooling, and fully 
connected layers. The convolutional layers extract features from input 
images by applying convolutional filters. 

These filters detect patterns and edges in the images, gradually 
learning more complex features as the network goes deeper. Pooling 
layers are used to down-sample the feature maps obtained from the 
convolutional layers. They reduce the spatial dimensions of the feature 
maps, helping to extract the most essential features and providing 
some degree of translation invariance. Finally, fully connected layers 
are used for classification or regression tasks. 

They take the high-level features learned from the previous 
layers and map them to the desired output classes or values. CNNs 
have achieved remarkable success in various computer vision 
tasks, surpassing traditional methods in many cases. Their ability to 
automatically learn hierarchical features from raw input data makes 
them highly effective at extracting meaningful information from 
images and videos. Figure 2 displays Flowchart of the proposed 
system.

Figure 2 Flowchart of the proposed system.

Dataset

The dataset used in the training and testing of this model was 
captured from the Kaggle website, which contains 2,936 face images. 
This is the only dataset available to the public. In this work, we chose 
of 1468 images for each label (autistic and non-autistic). The dataset 
consists of facial images of autistic and non-autistic children. 

The images include boys and girls, and the number of images of 
non-autistic children is equal to that of autistic children. The sizes of 
these images in the dataset are different, so they must be converted 
to a unified specification when training a model. In this research, the 
intermediate domain of four-phase deep learning is facial expression 
recognition of ordinary people, and the size of the image used in this 
task is 256 × 256. It was divided into two parts (autistic and non-
autistic) in training and test sets. The training set had 80% of the 
images in the whole dataset. The test and validation sets contain 0.1 
for each one, respectively. The images were cropped and cleaned up 
during the data preparation process. The normalizing method was 
applied to the scale before the deep learning model could be trained 
on the collected data.

Facial recognition using Convolutional Neural Networks (CNNs) 
has seen significant research, focusing on various aspects such as 
architectural design and loss function design. Here, we used a six-
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layer CNN architecture with six convolutional layers and one fully 
connected layer. In their method, a CNN architecture for end-to-end 
feature learning and classification follows this preprocessing step, as 
shown in Figure 3.

Figure 3 A framework of the proposed classification system.

Methodology
In this part, we proposed a method for the classifiers that used the 

original image size with a partitioned image size of half vertically and 
horizontally as input to CNN.

First case (Scenario)

Initially, we put the original images in two folders (half for autistic 
and another half for non-autistic) as classification labels. In this 
approach, we used two folders to apply two parallel convolutional 
neural networks to classify and predict autistic and non-autistic, as 
shown in Figure 4.

Figure 4 A framework of the first case.

Second case (Scenario)

In this case, we took the images. We divided them horizontally into 
two parts, where there are two folders, one containing the top part of 
the image and the other containing the bottom part image, as in the 
previous first case, as shown in Figure 5.

Figure 5 A framework of the second case.

Third case (Scenario) 

According to the third case, the same second case was used 
here, but the images were used vertically rather than horizontally. In 
this case, the image is cut into two portions. Figure 6 displays the 
convolutional neural network.

Figure 6 A framework of the third case.

Experiments
Sensitivity, specificity, accuracy, recall, and F1-score were among 

the evaluation measures used to assess how well the supplied models 
identified ASDs. The following are the equations of these parameters:

TP +TNAccuracy =  
TP + FP + FN +TN

                                                   (1)

TPSensitivity =     
TP + FN

                                                               (2)

TPPrecision =    
TP + FP

                                                                     (3)

TNSpecificity =      
FP +TN

                                                                (4)

precision× SensitivityF1 - score = 2×        
precision+ Sensitivity

                                    (5)

Data augmentation is a more powerful support technique used in 
machine learning and computer vision, involves application that used 
to classification and detection ASD. The process entails implementing 
diverse modifications to the initial dataset to generate supplementary 
augmented samples. Augmentation enhances the variety of the data, 
hence mitigating overfitting and enhancing the model’s capacity to 
generalize. Facial feature analysis for individuals with autism benefits 
greatly from augmentation, as it enables the model to learn from a 
wider range of photos, resulting in improved performance and more 
reliable outcomes. The dataset comprised 2936 face feature photos 
obtained from individuals with autism spectrum disorder (ASD) and 
persons without ASD. There were 1468 images in each class, one for 
ASD and one for Non-ASD.

The MATLAB application was utilized to assist in the training 
of the learning models. A small selection of the data visualization 
and analysis tools that were used to assess the models’ efficacy. We 
compared the performance of three case models trained with different 
optimizers using a batch size of 90 and a learning rate of 0.0005 over 
70 epochs using a standard set of hyperparameters with the following 
values. There were 2936 photos in all in the dataset. As shown in Table 
1, we gave an image a value of 0 for kids in the non-ASD group and 
a value of 1 for kids with an ASD diagnosis when we were creating 
the data frame. It is noted that the accuracy of the first case model 
was 90%, the second case model was 94%, and the third case model 
was 84%.

The confusion matrix in Figure 7 displays the true-negative 
and false-positive rates, as well as the valid-positive and false-
negative indications for the first, second, and third cases. Based 
on the evaluation measures, the second case model demonstrated 
commendable accuracy outcomes.

https://doi.org/10.15406/iratj.2024.10.00278


Deep learning autism classification and prediction 21
Copyright:

©2024 Abdulshahed et al.

Citation: Abdulshahed SH, Abdulsaddsa AT. Deep learning autism classification and prediction. Int Rob Auto J. 2024;10(1):18‒23. 
DOI: 10.15406/iratj.2024.10.00278

Table 1 Results of three case

Image Accuracy Sensitivity Specificity Precision Recall F1-Score Misclassification Rate
Full-Image First Case 0.9008 0.8984 0.9035 0.9127 0.8984 0.9055 0.0992
Bottom-Upper Second Case 0.9421 0.9344 0.9500 0.9500 0.9344 0.9421 0.0579
Left-Right Third Case 0.8471 0.8211 0.8739 0.8707 0.8211 0.8452 0.1529 

The three scenarios of loss train and validate are shown graphically 
in Figure 8, with each iteration of 10 epochs (X-axis) and the model’s 
percentage loss expressed in % (Y-axis). We looked at the validation 
system’s performance to get a precise picture of how well the training 

system worked. A pause in the optimization process resulted in a 
notable improvement in precision, which was finally increased to 70 
epochs.

Figure 7 Confusion matrix of the third case.
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Figure 8 Performance of the third case (Loss during train and validate).

Discussion
Face expressions or emotions could help identify ASD. Working 

with kids requires a clear and unambiguous ASD diagnosis to address 
issues. Because ASD patients have complex attentional behaviors, 
making these tools is difficult. Autism Spectrum Disorder (ASD) 
sufferers benefit most from early detection and treatment. ASD 
diagnosis in children has traditionally required hospitalization, which 
is expensive and time-consuming. This study presents an impartial, 
practical, and effective way for diagnosing Autism Spectrum Disorder 
(ASD) in children by evaluating their facial expressions and emotions.

We bridge the gap between autism categorization and facial 
analysis, making automated autism categorization cheaper and faster. 
Using diverse imaging situations, our deep convolutional neural 
network model achieves both goals.

The model was trained and verified using 2940 photos, 80% for 
training and 20% for validation and testing. Both autistic and non-
autistic children provided data. Our study found that a divided image 
may be enough to diagnose autism in children. This diagnostic 
approach may work for different diseases. Your findings reveal that 
the proposed model achieved an accuracy of 94%. The results of the 
model compared to different existing systems are presented in Table 
2.29−31

Table 2 Significant results of ASD diagnosis system

References Model Dataset Accuracy %
29 MobileNet Kaggle dataset 87
30 Xception Kaggle dataset 90
 31 MobileNetV2 Kaggle dataset 92
proposed CNN Kaggle dataset 94

Conclusion 
This study looked into the utility of facial features as a biomarker 

for accurately distinguishing autistic children from non-ASD children. 
We used a publicly available dataset that included face images from 
both children (ASD and non-ASD). Three models of CNN-based 
binary ASD classifier models that use three different cases, were 
built and tested to evaluate the scores of each model. We discovered 
that used the horizontally half divided face model outperformed the 
other models and achieved accuracy 94%, a Specificity of 95 %, and 
an F1-Score of 94%. The results indicate that specific features of 
autism spectrum disorder (ASD) may be effectively extracted from 
still images of a child’s face, enabling a rapid and precise method for 
screening ASD.
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