A short ode to jackknife empirical likelihood procedures

Editorial

Empirical likelihood (EL) is a statistical approach for nonparametric inference. The classical empirical likelihood (EL) was proposed by Thomas and Grunkemeier,\(^1\) who inverted a nonparametric likelihood ratio test to obtain confidence intervals for the survival probability for right censored data. In empirical likelihood (EL) theory, an unknown parameter vector can be estimated by maximizing the empirical likelihood, under constraints. Based on the idea, Owen\(^2\) developed the empirical likelihood (EL) method. By using EL method, researchers can determine the shape of confidence regions without having to pick a parametric family for the data. A number of researchers have implemented this method, for example, Zhao and Chen\(^3\) made empirical likelihood inference for censored median regression models via nonparametric kernel estimation, and the linear transformation model with interval-censored failure time data was studied in Zhang and Zhao.\(^4\) It is noticeable that EL has been recognized as a useful tool in statistical sciences.

Although empirical likelihood approach shows attractive properties, in practice, the computational cost might be expensive when dealing with more complicated problems. A simpler and more computationally reliable method, jackknife empirical likelihood (JEL), has been widely used. JEL method is proposed by Jing et al.\(^5\) which combines EL and jackknife resampling method. JEL constructs confidence region by introducing jackknife pseudo-values into the EL method. A major advantage of the JEL method is its simplicity. Moreover, JEL is very appealing because it is more general than usual parametric likelihood as it can be applied to test complicated hypotheses. For instance, Zhao et al.\(^6\) proposed using JEL to study the mean absolute deviation, and Lin et al.\(^7\) developed JEL for the error variance in a linear regression model.

Furthermore, JEL is commonly used in survival analysis. It not only provides efficient evaluation over survival functions regardless of complete or censored data, but also can be applied in different models, such as accelerated failure time models (Boudadoumou et al.\(^8\)) and linear transformation models (Yang et al.\(^9\)). JEL has other applications in clinical experiments, for example, receiver operating characteristic (ROC) curve, a widely used graphical plot evaluating the discriminating power of a diagnostic test. Liu and Zhao\(^10\) proposed semi-empirical likelihood based confidence intervals for ROC curves of two populations with missing data. It is then extended to the difference of two volumes under ROC surfaces (An and Zhao\(^11\)). Yang and Zhao\(^12\) constructed smoothed jackknife EL confidence intervals for the difference of ROC curves. Yang and Zhao\(^13\) made smoothed JEL inference for ROC curves with missing data. Furthermore, Yang et al.\(^14\) made JEL inference for the partial area under ROC curves. In addition, there are more research works about difference of quantiles and difference of two Gini indices, like Wang and Zhao,\(^15\) Yang and Zhao,\(^16\) Yang and Zhao.\(^17\) These research studies indicate that the JEL based methods are employed in many bio statistical fields, and it can be handy in dealing with more general statistics beyond classical U-statistics. Notably, JEL methods can be easily implemented in a standard software environment, and it will ease the computational burden for practical use.
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