On Bayesian inference with complex survey data

**Editorial**

Nationally representative probability sample surveys (e.g., the National Health and Nutrition Examination Survey, or NHANES, and the National Survey of Family Growth, NSFG) have immense value in helping develop estimates of the prevalence of disease, morbidity, and risk factors. These surveys were designed to utilize survey weights to approximate nationally representative parameters. Any survey data analysis that uses the survey weights is called design-based estimation. Such analyses are implemented in major statistical software programs (e.g., SAS and R).

While commonly used, weighting complex survey data is a foreign concept to Bayesian modelers, according to Gelman. A typical Bayesian analyst does not use weights, but focuses instead on updating assumed prior distributions with observed data likelihood. Much of this disconnect may be a function of differing goals; Bayesian approaches are focused on reliable statistical models rather than on assessing the degree to which their estimates are nationally representative or not. However, Bayesian approaches, which have been successfully applied to multilevel data, missing data, and measurement errors, may represent a natural partner in complex survey data analysis. Measurement errors, missing data, and multilevel variables in complex survey data sets can be all treated as unobserved random variables in the Bayesian framework and they can be assessed by updating assumed prior distributions of related parameters with observed data sets.

Rod Little proposed a method called “Calibrated Bayes” which can be used to adopt survey weights within the Bayesian paradigm. Originally the concept of calibration was proposed by non-Bayesian statisticians. The calibration technique modifies survey data sets by changing the survey weights to explain nationally representative features. For example, a complex survey data set’s average male age is different from that of the U.S. Census Bureau. By changing survey weights, the calibration method matches the average male age of the complex survey data set to the Census Bureau’s. Though theoretically the calibration technique can be used for Bayesian methods, the calibrated Bayes method has not been used in major health science journals, which is partly due to the fact that the calibrated Bayes method is relatively new and that its theory has been discussed from a statistical point of view.

Although Bayesian methods are useful in dealing with complex problems, to our knowledge, none of the popular Bayesian software programs (e.g., BUGS, Bayesian inference Using Gibbs Sampling, Cambridge Institute of Public Health) have code related to adopting survey weights. Despite this and compared to the theoretical calibrated Bayes method, it is still possible to use Bayesian software and survey weights together via the R software program in a relatively simple way.

Consider, for example, an analyst who wants to use NHANES data to estimate a disease prevalence by using established survey weights. NHANES provides complex survey data with multilevel structures having missing data. The analyst can run the BUGS program in R to build Bayesian models on the basis of well-documented examples (Congdon illustrates extensive examples). Depending on types of target parameters, survey weights can be omitted or treated as a fixed variable in the Bayesian analysis. Again, the analyst can obtain general point estimates of disease conditions for NHANES study subjects by modeling multilevel data structures, missing data, and measurement errors. Design-based variance estimation can be done with the Bayesian point estimates using the jackknife method in the R survey package. That is, for each of the jackknife samples, the Bayesian modeling can be performed to produce point estimates. However, it will be computationally burdensome if the Markov Chain Monte Carlo simulation is performed for each of the jackknife samples to assess the posterior means of the parameters. The computational burden can be relieved if a weighted posterior likelihood is maximized to obtain posterior modes instead.

In terms of a statistical formula, let $y$ denote a binary disease condition, $w$ denote the survey weights, and $\theta = P(y=1)$ denote the probability of having the disease which is the estimand of interest. The usual estimate of $\theta$ with $w$ is $\hat{\theta} = \sum\sum w_yx / \sum w$, where $\Sigma$ indicates summation over all sampled units. Because $y$ is subject to multilevel data structures, missing data, and measurement error biases, it can be modeled using a Bayesian probability model $P(y=1|x)$, where $x$ denotes a vector of auxiliary covariates that are associated with $y$. $\hat{\theta}$ can be re-parametrized by $E(\sum w_yx / \sum w | x)$, where the mathematical expectation $E(\cdot)$ is taken with respect to the Bayesian model $P(y=1|x)$. $\hat{\theta}$ can be estimated within each of the jackknife samples.

To summarize this estimation process, only three steps are needed to conduct the Bayesian analysis with survey weights, as follows:

I. Divide data with the jackknife method.

II. Obtain Bayes’ point estimates of target estimands (e.g., a disease outcome) for each jackknife sample.

III. Summarize sample mean and sample variance of jackknifed estimates.

As described previously, Bayesian modeling is generally known to be suitable for handling multilevel data structures, missing data, and measurement errors. However, the Bayesian modeling itself does not provide proper variance estimates in the sense of design-based estimation. Using the jackknife resampling method, the Bayesian point estimates can yield design-based variance estimates. Alternatives to the jackknife method are the bootstrap resampling method, balanced repeated replication, and other resampling methods. In this way,
analysts can benefit from the Bayesian methodology for multilevel data, missing data, and measurement errors as well as the calibration technique to report nationally representative estimates.
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