Ontology Mapping and Merging Aspects in Semantic Web

Abstract

Ontology has found application in multiple domains to represent relationships among classes and their instances. Ontology is being popularly applied as a tool for vocabulary conceptualization and optimization. To build vocabulary it requires mapping and merging of ontologies from heterogeneous sources of data. Many varied tools and techniques have been developed by researchers for ontology mapping and merging. This manuscript is an attempt to analyze and appreciate the tools available for ontology mapping and merging. The varied available tools automate integration, unification, aligning and merging of varied related ontologies. We also attempt to draw an efficient analysis among some popular tools while applying the PROMPT tool.
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Introduction

Let us assume there are two ontologies—each consisting of set of entities having classes, properties and instances and user wants to associate semantic relationships among entity components. According to [1], the process of identifying semantic independences among entity components is termed as Ontology Mapping. Mapping has been applied variably by several researchers in context of ontology related studies [2]. Ontologies can be integrated, unified, merged and mapped to derive new set of relationships from existing ones. In [1,2], mapping is defined as set of formulae that consists of correlation coefficients to achieve semantic relationships among classes, properties and instances. In [3], mapping is viewed as a process of maintaining correspondences among given ontologies and deriving similar concepts from them. The concepts may have different names but they point towards the same meaning [4-6]. Varied techniques for ontology merging and alignment have also been suggested by several researchers [7-9]. Merging of ontologies refers to generation of single independent logical ontology from given set of data sources while alignment of ontologies helps in achieving consistent ontologies. [5], defines ontology mapping as a component that is responsible for providing mapping services so that concepts of ontology related to query can be mapped onto second ontology. This mapping service can be deployed in various applications that can be used for integration of ontologies [7-9].

Ontology Mapping is a key component in various applications as listed below:

Integration of information using ontology

Requires mapping of local ontologies into a single unified ontology. It applies the process of data integration to enable users to ask queries consistently without having access to data sources. Users ask queries through mediated ontology that involves use of agents to maintain interoperability and sharing between mediated ontology and local ontology [10,11].

Ontology Merging

Ontology merging and integration is defined as building new ontology from multiple ontologies consisting of overlapped sub-ontologies [7] (Figure 1). The rest of the manuscript is structured as follows: Section II describes an overview of studies, techniques and theories conducted in context of ontology mapping. Section III briefly analyzes some significant ontology mapping tools. Section IV concludes the study.

Literature Review

In [1,10-12], search engine examples have been used to illustrate the concepts from different ontologies in order to demonstrate relationship among them. Visser et. al. [13] introduced the concept of testing in identification of relations and constructs. It is followed by construction of concept lattice and mapping of lattice to distributed ontology. LILY [13,14] is one of ontology mapping system that constructs semantic graph between concepts and relations on basis of linguistic features and structure of ontology. ASMOV [14] is defined as an automated

Figure 1: Ontology and its constituents [3].
ontology mapping tool which computes similarity matching by analyzing textual and weighted features of different ontologies. Euzenat [14] presented concept of virtual file technology to calculate similarity of concepts after analyzing linguistic features, terms and information stored in files. Various studies have been led by developers in [11,14-17] that describes matching criteria for integrating information from multiple data sources. Varied matching criteria have been applied in these works. Certain notable ones are:

a. Matching either by instance or schema information
b. Matching either by single elements or its structure
c. Matching on basis of language as well as constraints (keys and relationship among elements).
d. Matching on basis of auxiliary information (dictionaries).

Utilizing the above criteria the process of ontology mapping has been automated through different tools. The next section highlights few notable ones.

Automatic Ontology Mapping Tools

Mapping tools are used to identify and define essential semantic correspondences automatically[15]. Some notable ones are described in section 5.2 below:

Requirements of an ideal ontology mapping approach

Any ontology mapping approach must fulfill the following requirements:

a. It should be able to generate mappings automatically.
b. User should be able to accept, reject and add mappings.
c. Mappings should be defined and organized systematically.
d. Knowledge must be explored from derived mappings.
e. Hierarchical relationships between concepts and instances must be considered.

Tools for ontology mapping and merging

We describe succinct view of automatic ontology merging and mapping tools like Chimera (web based), PROMPT (protégé plug-in), FCA-Merge (ontologies on same domain), MOMIS (ontology clustering) and GLUE (machine learning). Further for clarity on working of these tools we also show results of an ontology mapping and merging simulation experiment on PROMPT using the protégé 3.4.1 plug-in.

Chimera: This tool is used for merging and diagnosis of web-based distributed ontologies. Developed by Stanford University Knowledge System Laboratory (KSL) [18] on the Ontolingua Distributed Collaborative Ontology Environment.

Its salient features are as follows:

a. Mainly for light weight ontologies.
b. Combine semantically similar terms from multiple ontologies in order to produce unified ontologies.
c. Maintains relationship between disjoint terms.
d. Produces two types of generation lists each having different purposes- Name resolution list and taxonomy resolution list. Former is used to merge terms from different ontologies and creates their taxonomy that is to be included in merged ontology while latter is used to maintain hierarchy of elements by applying heuristic techniques.

PROMPT: It is an interactive tool for merging semi-automatic ontologies that serves as plug-in for Protégé [19]. Its salient features are as:

a. Besides merging ontology, it identifies locations for integration of ontologies, type of operations to be performed and resolves conflicts.
b. Interactive merging process i.e. several choices are being performed by user and PROMPT selects them automatically on basis of user preferences.
c. Components include names of classes and slots, instance hierarchy, facets and its values.
d. Handle conflicts like name conflicts, dangling references, redundant classes and slot value restrictions.
e. Provides iterative suggestions for merging concepts based on type of knowledge used.

To understand the process of ontology mapping and merging we simulated PROMPT on two bookshop ontologies. The figures below depict the results obtained. Protégé 3.4.1 was used for the experiment.

Further after mapping the above two ontologies on PROMPT they were merged as depicted. Figure 2-4 depict how efficiently ontologies can be mapped and merged through the PROMPT ontology merging tool. The experiment was conducted only on PROMPT as it was understood that the automated procedure is same for most of the tools which differ in their internal design and ontology mapping and merging criteria.
FCA-Merge [20]: It deals with 3 step procedure for merging two ontologies.

a. Extraction of instances and evaluating formal contents $K_1$ and $K_2$.

b. Applying FCA merge algorithm for deriving common content and generation of concept lattice.

c. Produced result is merged into final ontology.

MOMIS [21]: It is an acronym for Mediator Environment for Multiple Information Sources that is developed by University of Modena [22].

Its salient features are as follows:

a. Deals with data schema and global virtual schema in which latter one consists of mapping descriptions to perform semantic mapping between global and data schema.

b. Components include data model (ODM) and language (ODL) to describe sources of information.

c. Consists of wrapper that interacts with data schema. It translates data tags into representational language (ODL).

d. Generates thesaurus to create global virtual schema.

e. On basis of thesaurus contents, it describes relationship between inter and intra classes in clusters using hierarchical clustering techniques.

GLUE [23]: It includes components - distribution estimator, similarity estimator and relaxation labeler (Figure 5):

a. Distribution estimator - Firstly, it inputs two taxonomies $T_1$ and $T_2$ and their instances. Then it applies machine learning techniques to find pair of concepts between instances.

b. Similarity estimator: Above concepts acts as input to similarity estimator. Then it applies similarity function to compute similarity value for each pair of concepts. The output produced will be similarity matrix.

c. Relaxation Labeller: Similarity matrix along with constraints and knowledge acts as input. Then it searches for optional configuration mapping. The output produced will be mapping configuration.

Conclusion

Ontology is abbreviated as FESC (formal, explicit, shared and conceptualization of domain) [24]. Ontology displays information in hybrid manner such that it can be used by machines not only for displaying but also for automating, integrating and reusing given information across various existing applications. The paper explores terminologies related to ontology like mapping, integration, aligning, translation and merging. Ontology merging and integration is defined as building new ontology from multiple ontologies consisting of overlapped sub ontologies. Ontology mapping is termed as relating similar (according to some metric) concepts or relations from different sources to each other by specifying the correspondence between them. Generally, process of mapping involves two tasks as stated below:

a. To discover independent semantic correspondences between ontology constituents (classes, properties and instances).

b. To define those discovered correspondences so that other ontologies can use them.

Ontology aligning makes source ontologies consistent and coherent by moving them together in cooperation. Ontology translation is defined as modifying the structure of ontology without changing its meaning while ontology transformation changes its structure as well as its meaning such that it is better than previous ontology with this manuscript we have attempted to give the reader an overview of the different ontology mapping and merging tools in a rather simplistic manner. Table 1 further
highlights the differences among various available ontology mapping and merging systems.

Table 1: Comparative study of ontology mapping and merging systems.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Tool</th>
<th>Developed by</th>
<th>Ontology Representation</th>
<th>Mapping Information</th>
<th>Mapping Element</th>
<th>Mapping Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chimaera</td>
<td>KSL [18]</td>
<td>OKBC compliant</td>
<td>Define Concept  Yes</td>
<td>Concept, relations</td>
<td>1:01</td>
</tr>
<tr>
<td>2</td>
<td>PROMPT</td>
<td>Stanford Medical Informatic [19]</td>
<td>OKBC compliant</td>
<td>Graph Yes No No No</td>
<td>relations and constraint</td>
<td>1:n</td>
</tr>
<tr>
<td>3</td>
<td>FCA</td>
<td>Alexander [20]</td>
<td>Frame Logic</td>
<td>Instances Yes No No</td>
<td>Yes Yes Yes Yes</td>
<td>concept</td>
</tr>
<tr>
<td>4</td>
<td>MOMIS</td>
<td>Univ. of Modena [22]</td>
<td>OO data model</td>
<td>Structure Yes No No</td>
<td>Yes Yes Yes Yes</td>
<td>1:01</td>
</tr>
<tr>
<td>5</td>
<td>GLUE</td>
<td>Univ. of Washington[25]</td>
<td>ODL</td>
<td>User No Yes Yes Yes</td>
<td>Yes Yes Yes Yes</td>
<td>concept</td>
</tr>
<tr>
<td>6</td>
<td>LILY</td>
<td>Peng Wang [14]</td>
<td>[Ontology Alignment Evaluation Initiative OAEI]</td>
<td>Yes Yes Yes no</td>
<td>Concept, relations</td>
<td>M:N</td>
</tr>
<tr>
<td>7</td>
<td>ASMOV</td>
<td>Annis et al. [26,27]</td>
<td>OAEI</td>
<td>yes yes yes yes yes</td>
<td>Classes, properties, instances</td>
<td>N:1</td>
</tr>
</tbody>
</table>
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