Stability Analysis of a Multilink Flexible Manipulator: Nonlinear Observers

Abstract

This paper is concerned with stability analysis problem of nonlinear observer design for a class of multilink flexible manipulators (MLFMs). Specifically, the dynamics of the MLFM is modeled by the use of a Lagrangian approach. In a unified algebraic Riccati matrix equality (ARME) framework, one corresponding error-state system is proven to be asymptotic stable in the mean square (ASMS) for a nonlinear observer design with a known feedback gain; however, since feedback control input is dependent of systematic uncertain, nonlinear observer design problem with an unknown feedback gain is investigated in the first place. Further, the expansion augment system is proven to remain ASMS in the nonlinear observer design. Therefore, sufficient and necessary conditions of the two desired nonlinear observers can be designed and derived from the developed theory. Finally, simulation studies are used to verify the effectiveness of the proposed approach is illustrated by simulation studies.
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Introduction

As is well known, MLFMs are generally lightweight materials with typically low payload-to-arm weight ratio, so they are of interest in many application fields [1-3]. And the modeling of MLFMs has stimulated the interest of many researchers [4-6]. Nevertheless, the difficulty of the modeling and control of flexible manipulators (FMs) is aggravated, since the linear effects of flexibility can’t be separated from typical nonlinear effects of multi body rigid dynamics in [7] and the authors addressed some dynamics problems in view of the structural flexibility of lightweight structures. It should be noted that in the context of the modeling of FMs, there was the fact that the number of controlled variables was strictly less than the number of mechanical degrees of freedom. Also, during the high-velocity maneuver of the manipulators, a high degree of elastic vibration was derived. But when the lightweight manipulator was operating at low velocities, a very complicated dynamics was developed from the structural joint friction. Moreover, the dynamic equations of motion were nonlinear and of large dimensions. At many special situations, without some consideration of these dynamics problems in the total control system design, the measurements used for feedback control will often be not adequate enough for acceptable control system performance. However, the relevant robust state estimation (filtering) problem [1,8,9] has been studied extensively for nonlinear systems.

In the past decades, most researchers adopted several algebra or geometry approaches [10-12] to deal with different kinds of actuated systems of FMs. For instance, by changing cable lengths to represent cable flexibility, various adaptations of the lumped-mass method for cable-driven systems were found in [13-14]. Extending this work, by introducing a modified input-output map, Caverly et al. [6] developed a dynamic model of a single DOF cable-actuated system and implemented passivity-based control. In that work, a Lagrangian approach was used to derive the dynamic model of the half system, and thus the dynamic model of the complete system could be found by using the null-space method [15]. But without external disturbances transverse cable vibrations are often negligible, only longitudinal cable flexibility is considered. More recently, it is worth noting that for FMs, the system uncertainties, nonlinearities, and disturbances are unavoidable in modeling of dynamic system [9,16-18], so the robust observer design problems are not easy to derive. In order to preserve the observer action under system uncertainties as well as nonlinearities, various methods to design of robust state observers (estimation or filtering), such as algebraic, geometric, generalized inverse, and variable structure observer (VSO) techniques have been used to the observer design in [8,12,19,20]. In many practice applications, the design of robust nonlinear observers is close to the actual dynamic behavior of nonlinear systems with uncertainty disturbance rather than linear observers. For examples, in a unified LMI framework, Zhang et al. [21] discussed the non-linear observer design for one-sided Lipschitz non-linear systems by establishing sufficient conditions of the existence of the observer. Though the proposed approach was less conservative and simpler than some existing results in recent literature, the measured noise or disturbances in the nonlinear observer design was unfortunately not taken into account. In this context, Tian et al. [22] investigated mode-dependent $H_{\infty}$ filtering for discrete-time switched systems with...
known sojourn probabilities and nonlinearities. In this work, sufficient conditions were established for the filter design to meet the H∞ performance constraint by using Lyapunov functional method. One advantage of the use of sojourn probabilities is easier to obtain than the transition probabilities commonly used in Markovian jump systems, but this article does not consider the system uncertainty and necessary conditions of the filter design. Extending to uncertain systems in [23], Li & Zhang [23] presented necessary and sufficient conditions for quadratic stability of observer-based fractional-order (0<n<1) linear (FOL) uncertain systems to design robust observer-based state feedback controllers by the matrix’s singular value decomposition and linear matrix inequality.

To the best of the authors’ knowledge, there have been few papers studying nonlinear observer design problem in the simultaneous presence of nonlinearity, disturbance, and parametric uncertainty, which is still challenging. Comparing with the mentioned approaches in [24,25], the present research is motivated on designing robust nonlinear observers for one class of dynamic systems of MLFMs against model nonlinearities and all admissible norm-bounded time-varying uncertainties. In this paper, we focus on nonlinear observer design problem for a class of MLFMs by analyzing its stability conditions. First, we describe an uncertain nonlinear system by dynamic modeling of the flexible manipulator. In a unified ARME framework, we investigate an error-state system to remain ASMS for a nonlinear observer design with a known feedback gain. Because feedback control input is not independent of the systematic uncertainty, we design a nonlinear observer with an unknown feedback gain. Further, we develop one augment system with the nonlinear observer, where the system is proven to be ASMS. We give the two analytical expressions of the desired nonlinear observers by providing sufficient and necessary conditions of the developed theory. Finally, we demonstrate the effectiveness of the proposed approach by comparing to the approach in [24]. The remainder of the present paper is organized as follows. In Section 2, preliminaries and some basic concepts with respect to an uncertain nonlinear system presented by dynamic modeling of the FM are introduced. The main results as well as detailed derivations are given in section 3 and in section 4, including sufficient and necessary conditions of the explicit expression of the desired robust nonlinear observers with a known feedback gain and with an unknown feedback gain, respectively. The efficiency of the proposed approach is checked out through two examples in section 5. Finally, some concluding remarks are included in Section 6.

Problem Formulation

This paper presented a class of MLFMs are considered as a combination of multiple Variable Geometry Truss (VGT) flexible modules shown in Figure 1. To our investigation, the VGT FM is a statically determinate truss [4] which can be altered its configuration into an arbitrary curve in three dimensional spaces by only controlling lengths of active links. Thus, the kind of FMs can finish some special operations, such as grasping encapsulated or recycling spatial float objects at complex situations. In fact, the kind of the VGT link-flexible manipulator shown in Figure 1a is equivalent to a simplified single cable-driven FM displayed in Figure 1b by implementing some transformation of angles, since the two flexible structures have simultaneous deformation behaviors in keeping flexural down warping or up warping. Provided that the link deformation is kept limited, satisfactory results might be obtained at the end-effector level. By utilizing a Lagrangian modeling approach, the dynamics of the VGT FM is modeled in the following subsection.

Figure 1: Multibody system of flexible manipulator.

Lagrangian dynamic modeling of MLFM

Generally, the dynamic modeling aims at the derivation of the motion equations of the manipulator as a function of the forces and moments acting on it. Both the Lagranges equation and the Newton Eulers equation are mainly used to derive the dynamic model, several methods are available in the robotics literature (e.g., [2,3,16]). To derive the dynamic equations of motion of the VGT FM, a set of generalized coordinates of the system are constituted referenced in (i.e., [1,6,7,12]).

The following assumptions are made on the VGT flexible manipulator.

Assumption 1: The number of significant modes Q is sufficient to obtain a good approximation of the elastic deformation of the i-th link.

Assumption 2: The manipulator moves so slowly that its structural vibration can be neglected.

In this paper, the difficulty encountered in this modeling can be traced to the distributed nature of the system, for example, the structural deformation by introducing the joint angles θ and the elastic modes λ. But for Assumption 1, the elastic deformation of the link at a distance from the joint can be expressed as the sum of appropriate basis functions multiplied by the modal coordinates, so the equations of motion of the manipulator are described as

\[
\begin{align*}
\rho &= \rho(\theta, \lambda) \\
\theta &= h_\theta(\phi) \\
\lambda &= h_\lambda(f(1), \theta)
\end{align*}
\]

Where, \( \rho \) is the end-effector position or forward kinematic solution \( \phi = \{\phi_1, \phi_2, \phi_3\} \) is cross...
longer on face angles between the lateral and the bottom. \( \lambda \) is the time varying weight function of a certain mode shape for the active link. Since there are nonlinear disturbance and unknown parameters during in the analysis of dynamic systematic structure, it illustrates that the search for solutions of the kinematic of the manipulator is hampered by the fact that the solutions depend strongly on the boundary conditions. Nevertheless, the generalized coordinates of the FM are finite from the Hamiltonian principle, as a function of the forces and moments acting on the derivation of the motion equation (1) of the manipulator, the dynamics of the manipulator with the generalized coordinates 

\[ q = (\theta, x^T) \]

can be derived by using the Lagrangian approach [13], which leads to

\[ Mq + Dq + Kq = B^T f (q, \dot{q}) \]

(2)

Where, \( f (q, \dot{q}) \) is considered as nonlinear generalized forces can be approximated, by using boundary constraints of nonlinear perturbations. And then, \( M \) and \( D \) are bounded functions if \( q \) and \( \dot{q} \) are bounded. \( M \) is a symmetric and positive definite matrix.

Formulation and assumptions

A pseudo-linear state-space representation for the flexible manipulator is given by

\[ X = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}D \end{bmatrix} X + \begin{bmatrix} 0 \\ M^{-1}B \end{bmatrix} \tau + \begin{bmatrix} 0 \\ M^{-1} \end{bmatrix} \tau_n \]

(3)

With a new state vector \( \tau_n = f (q, \dot{q}) \) and nonlinear forcing terms \( \tau_n = f (q, \dot{q}) \) Eq.(3) can be rewritten by

\[ \dot{x}(t) = A(x(t)) x(t) + B(x(t)) u(t) + E(x(t)) f (x(t)) \]

(4)

Where, the nonlinear system matrices \( A(x), B(x), E(x) \) are the function of the state vector \( x(t) \). Through the design of the controller is to ensure bounded ness of the control inputs, a measurement is introduced

\[ y(t) = a(x(t)) x(t) + \dot{x}(t) = C(x(t)) x(t) \]

(5)

In this paper, we linearize the nonlinear system (4) at an operating point. Both parameter perturbations of system dynamics and additive disturbance term are investigated in [7], and then a non-linearized system is considered as follows:

\[ x(t) = (A + \Delta A)x(t) + (B + \Delta B)u(t) + (E + \Delta E) f (x(t)) + D_x w(t) \]

(6)

Together with the measurement equation

\[ y(t) = (C + \Delta C)x(t) + D_2 w(t) \]

(7)

where \( x(t) \in \mathbb{R}^n \) is the state, the term \( w(t) \in \mathbb{R}^r \) is used to describe the additive disturbance with a zero mean Gaussian white-noise process with intensity \( W \in \{0, I\} \), and it reflects the combination of the rest of higher order term of the nonlinear term \( \tau_n = f (q, \dot{q}) \), due to the gravity and its strain energy, and external disturbance of the MLFM from the link’s flexibility. \( Y(t) \in \mathbb{R}^p \) is the controlled output. \( A, B, E, D, D_x, C \) are known constant matrices with appropriate dimensions, \( \Delta A, \Delta B, \Delta E, \Delta C \) are real-valued matrix functions representing norm-bounded parameter uncertainties, we have

\[ \Delta A = \begin{bmatrix} M_1 & N_1 \\ M_2 & N_2 \end{bmatrix} F(t) \]

(8)

\[ \Delta B = \begin{bmatrix} M_1 & N_1 \\ M_2 & N_2 \end{bmatrix} \]

(9)

Where \( M_1, M_2, N_1, N_2, N_3 \) are known real constant matrices with appropriate dimensions. A time-varying vector \( F(t) \in \mathbb{R}^{m \times p} \) is a real uncertain constant matrix with Lebesgue measurable elements satisfying

\[ F^T(t) F(t) \leq I \]

(10)

The uncertainties \( \Delta A, \Delta B, \Delta E, \Delta C \) are said to be admissible if the formulae from (8) to (10) are satisfied, the structure of the uncertainties in (8)-(10) can be used to deal with robust control and estimation problems, (e.g., \[9,19-23\]) references therein. Throughout this paper, we will make the following assumptions.

Assumption 3: The system matrix \( A \) is asymptotically stable.

Assumption 4: The matrix \( C \) is of full row rank.

Assumption 5: The nonlinear vector function \( f (x(t)) \) satisfies global Lipschitz condition.

\[ \left| f (x(t) - f (x_0(t)) \right| < F \left| (x(t) - x_0(t)) \right| \]

(11)

For all \( x, x_0 \in \mathbb{R}^n; F \in \mathbb{R}^{m \times n} \) is known constant matrix. Clearly, the system (6)-(7) admits a trivial solution \( x(t; 0) \equiv 0 \) corresponding to the initial data \( \xi = 0 \). To ensure the stability of the referenced dynamic system for the addressed nonlinearity as well as all admissible parameter uncertainties, the following concept and lemmas will be used to design the desired nonlinear observers.

Definition 1: For the system (6)-(7) and every \( \xi \in L^2_{\infty} (\mathbb{R}; \mathbb{R}^{m \times p}) \), the trivial solution is asymptotically stable in the mean square if

\[ \lim_{\tau \to \infty} E \left( x(t; \xi) \right)^2 = 0 \]
Lemma 1: Let a positive scalar $\varepsilon_1 > 0$ and a positive definite matrix $P > 0$. If Assumption 5 and inequality (10) are held, then we have [9]

$$
\left( \Delta f \right)^T P + P \left( \Delta f \right) \leq \varepsilon_2 \gamma P M_f M_f^T P + \varepsilon_1^{-1} N_f^T N_f
$$

For $\Delta f = M_f F_f N_f$

Lemma 2: For arbitrary positive scalar $\varepsilon_2 > 0$ and positive definite matrix $P > 0$, we have [23]

$$
f^T \left( x(t) \right) \Delta E_f^T P x_f(t) + x_f^T(t) P \Delta E_f f \left( x(t) \right) \leq \varepsilon_3 x_f^T(t) P^2 x_f(t) + \varepsilon_3^{-1} \lambda_{\max} \left( M_f^T M_f \right) x_f^T(t) \left( N_f F_f F_f^T \right) x_f(t)
$$

Noting that the detail proof of Lemma 1-Lemma 3 sees in [9],[23], and [24], respectively, so here it is omitted.

**Stability Analysis of the error system for nonlinear observer design with a known feedback gain**

Due to Lebesgue measurability of uncertainty parameter perturbations, some full-order nonlinear state observers under consideration are of the form in [21-24]. It is noted that Assumption 4 does not lose any generality, a nonlinear observer-based state feedback controller for non-linear system (6)-(7) is stated by

$$
\begin{align*}
\dot{\hat{x}}(t) &= (A + \Delta A) \hat{x}(t) + (B + \Delta B) u(t) + (E + \Delta E) f(\hat{x}(t)) + G(\gamma x(t) - \hat{x}(t)) \\
\hat{u}(t) &= K^* \gamma \hat{x}(t) \\
\hat{j}(t) &= (C + \Delta C) \hat{x}(t)
\end{align*}
$$

Where the constant matrix $K^*$ is a feedback gain. According to expressions (6) and (7), a closed-loop system is obtained

$$
\begin{align*}
\dot{\hat{x}}(t) &= (A + \Delta A) x(t) + (B + \Delta B) u(t) + (E + \Delta E) f(\hat{x}(t)) + D_1 w(t) \\
\dot{u}(t) &= K^* \hat{x}(t) \\
\dot{\hat{j}}(t) &= (C + \Delta C) x(t) + D_2 w(t)
\end{align*}
$$

Define the error state $e(t) = x(t) - \hat{x}(t)$ then subtracting the observer equation (13) from the system (14), one obtains

$$
\begin{align*}
\dot{e}(t) &= [(A + \Delta A) - G^* (C + \Delta C)] e(t) + (E + \Delta E) \left( f(x(t)) - f(\hat{x}(t)) \right) + \left[ D_1 - G^* D_2 \right] w(t)
\end{align*}
$$

Where, $A_e = A + BK^*$, $\Delta A_e = M_f F_f(t) N_f + N_f \Delta K^*$

Stand for the output of error states, by defining

$$
\begin{align*}
\Gamma^* := \left( A + BK^* - G^* C \right)^T P + P \left( A + BK^* - G^* C \right) \\
\varepsilon_4 P F_f F_f^T + \varepsilon_4^{-1} N_f^T N_f
\end{align*}
$$

has a positive definite solution $P > 0$ for a sufficiently small positive constants $\delta_i > 0$, then the nonlinear error-state system
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(17) is asymptotically stable in the mean square. Proof: Choosing Lyapunov function candidate as $Y(e(t), t) = e^T(t) Pe(t)$, the detail proof of Theorem 1 sees in [20,24] by utilizing Lyapunov stability theory, so here it is omitted. Note that Theorem 1 offers sufficient conditions for the solvability of the robust nonlinear observer design problem in the current error-state system. The purpose of the rest of the section is to parameterize the observer gains $G^*$ and $K^*$.

### Nonlinear observer gain $G^*$ design of the current error system

The goal of a robust nonlinear observer design problem is to find the nonlinear observer gain $G^*$ such that, for the nonlinearity $f(x(t))$ and all admissible parameter uncertainties $\Delta A, \Delta B, \Delta C,$ and $\Delta E$, the current error-state system (17) maintains ASMS. For simplicity, some definitions are expressed

$$
\Theta^* \succ C + \varepsilon_1 M_1^T P \\
\Omega = \varepsilon_2 EE^T + \varepsilon_3 (I + \varepsilon_1) M_1^T \\
\Psi^* = (A + BK)^T P(A + BK) - PD + \varepsilon_2 (K F_F)^T (K F_F) \\
+ \varepsilon_3 \lambda_{\text{max}}(M_1^T [N_F F_F] + [N_F F_F] + \varepsilon_2 \lambda_I I \varepsilon_4)
$$

(19)

**Theorem 2:** Under Assumptions 3-5, the current error-state system (17) remain ASMS, and there exists a parameter vector $(\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4, P)$ with a known feedback gain $K^*$ is achievable if and only if Eq.(18) and the matrix inequality

$$
-\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} \Theta^* \preceq 0
$$

hold and the maximum rank of

$$
-\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} \Theta^*
$$

is $p$, where $\Psi^*$ and $\Psi^*$ are defined in (19). Furthermore, in this case, the observer gain related to the achievable vector $(\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4, P)$ can be parameterized by

$$
G^* = P^{-1} \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} - P^{-1} U^* V^-
$$

(22)

Where $U^* \in \mathbb{R}^{n \times p}$ is the square root of $-\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1}$ and $V^- \in \mathbb{R}^{m \times p}$ is an arbitrary orthogonal matrix.

Proof: (Necessity) From the analysis of Theorem 1, the current error-state system (17) is ASMS, since the sufficient condition of the stability is obtained by (18), when the Lyapunov function candidate is selected as $Y(e(t), t) = e^T(t) Pe(t)$. (Sufficiency) Without of loss generality, in the definition of $\Psi^*$ and $\Theta^*$, Eq(18) is rearranged as follows

$$
\begin{align*}
PG^* \left( \varepsilon_3 M_2 M_2^T \right) (PG^*)^T - PG^* \Theta^T (PG^*)^T + \Psi^* &= 0 \\
&= -\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} \Theta^*
\end{align*}
$$

(23)

This can be equivalently expressed by

$$
\begin{align*}
&\begin{bmatrix}
-\Psi^* & \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{0.5} \\
\Theta^T & \left( \varepsilon_3 M_2 M_2^T \right)^{0.5T}
\end{bmatrix} \\
&= -\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} \Theta^*
\end{align*}
$$

(24)

Note that the dimension of the observer gain $G^*$ is $n \times p$ and $p \leq n$, the sufficient and necessary condition is provided for the achievability of a given parameter vector $(\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4, P)$, we take the square root decomposition

$$
-\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} \Theta^* = U^* U^T
$$

(25)

For $U^* \in \mathbb{R}^{n \times p}$, and then (24) holds if and only if

$$
-\Psi^* + \Theta^T \left( \varepsilon_3 M_2 M_2^T \right)^{-1} \Theta^* = U^* V^+
$$

(26)

where $V^+ \in \mathbb{R}^{m \times p}$ is arbitrary orthogonal (i.e., $V^+ V^{+T} = I_{mp}$). Therefore, Eq.(22) follows immediately. The proof of this theorem is completed. Throughout the previous mentioned Theorem 2, a nonlinear observer design algorithm with a known feedback gain is described in Table I.

**Table 1:** Systematic design algorithm of nonlinear observer with a known feedback gain.

Remark 1: From Theorem 2, it should be pointed out that, the present design algorithm of nonlinear observer is convergence.
since sufficient and necessary conditions of the design of the expected nonlinear observer gain $G^*$ with a known feedback gain $K_*$ are guaranteed in the structure of (13) satisfied with (22), to make the error-state system (17) be ASMS for an arbitrary orthogonal matrix $V^* \in I_{n_p}$.

Stability Analysis of the augment system for nonlinear observer design with an unknown feedback gain

In many practice situations, several nonlinear disturbances in the dynamic system of MLFMs are unknown and uncertain. With the consideration of the nonlinear system (6)-(7), the uncertain term $\Delta B$ is rely on the control input $u(t)$, several full-order nonlinear state observers under consideration are of the form in [25]. Here, a nonlinear state observer is formulated as the following structure,

$\dot{\hat{x}}(t) = (A + \Delta A)\hat{x}(t) + (B + \Delta B)\hat{u}(t) + (E + \Delta E)f(\hat{x}(t)) + \hat{G}_*(y(t) - \hat{y}(t))$

$\dot{\hat{u}}(t) = K_*\hat{x}(t)$

$\dot{\hat{y}}(t) = (C + \Delta C)\hat{x}(t)$

(31)

Where, the constant matrix $K_* = [K_x, K_y]$ for $K_x, K_y \in \mathbb{R}^{n \times n}$. This matrix is an unknown variable with respect to the system (6)-(7), the resulting closed-loop system is derived as follows:

$\dot{x}(t) = (A + \Delta A)x(t) + (B + \Delta B)u(t) + (E + \Delta E)f(x(t)) + D_1w(t)$

$\dot{u}(t) = K_*x(t)$

$\dot{y}(t) = (C + \Delta C)x(t) + D_2w(t)$

(27)

Define the error state $e(t) = x(t) - \hat{x}(t)$, then it follows from the system description of (27)-(28), the definition of the error-state system (17) be ASMS for an arbitrary robust nonlinear observer gain $G^*$ such that for the addressed nonlinearity and all admissible uncertainties, the proposed augment system (31) is ASMS.

Nonlinear observer parameters $G^*$ and $K^*$ design of the present augment system

In this subsection, throughout the nonlinear observer structure of (27), the following definitions will be useful in deriving a desired robust nonlinear observer gain $G^*$ and an unknown feedback gain $K^*$, such that for the addressed nonlinearity and all admissible uncertainties, the proposed augment system (31) is ASMS.

And combining (28), (29) and noting the above updated matrices defined in (30), therefore, the following augmented system is derived by

$\dot{\xi}(t) = \left(\bar{J}_f + \Delta \bar{J}_f\right)x_f(t) + \left(E_f + \Delta E_f\right)\xi_f(t) + \Delta D_f w(t)$

(31)

In next subsection, both the existence and the analytical expression of the expected observer will be designed to make the current augment system (31) be ASMS.

Stability analysis of the present augment system

This subsection is devoted to the stability analysis of the present augment system. Taking into account for the nonlinear observer structure of (27), sufficient conditions of ASMS for the augment system (31) are studied by using the following theorem.

Theorem 3: Let the observer parameters $G^*$ and an unknown feedback gain $K^*$. If there exist positive scalars $\epsilon, \delta > 0$, such that the matrix equation

$\Gamma := \bar{J}_f^T P + P \bar{J}_f + \Delta \bar{J}_f^T P + P \Delta \bar{J}_f$

$+ \epsilon\gamma \left(F_f F_f^T P + \epsilon I\right) + \delta I$

has a positive definite solution $P > 0$ for a sufficiently small positive constants $\delta, \gamma > 0$, then the nonlinear error-state system (31) is asymptotically stable in the mean square.

Proof: Choosing Lyapunov function candidate as $V(\xi(t),x(t)) = \xi^T(t)Px(t)$ the detail proof of Theorem 3 sees in [e.g., [20,24,25]] by utilizing Lyapunov stability theory. So we omit this derivation. Note that Theorem 3 offers sufficient conditions of the ASMS of the augment system (31) in the robust nonlinear observer design. The result may be conservative mainly due to the introduction of Eq. (32). Thus, the purpose of the rest of the section is to obtain the solution of the observer gain parameters $G^*$ and $K^*$.
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to stating one of the main results of this paper, we first give the following definitions for the sake of simplicity:

\[ \Sigma_{11} := \left( A + BK_1 \right)^T P_1 + P_1 \left( A + BK_1 \right) \]

\[ + \varepsilon_4 \left( F F_f \right)^T \left( F F_f \right) + \varepsilon_1 P E E^T P_1 \]

\[ + \varepsilon_2^2 \lambda_{\max} \left( M_1 M_1 \right) \left( N F F_f F_f \right) + \varepsilon_4 \left( N_1 + N N K_2 \right)^T \left( N_1 + N N K_2 \right) \]

\[ \Sigma_{12} := \left( -B K_2 - M_1 F \left( t \right) N_2 K_2 + \varepsilon_1 E E^T R \right)^T P_2, \]

\[ \Sigma_{22} := \left( A - G C + B K_2 \right)^T P_2 + P_2 \left( A - G C + B K_2 \right) \]

\[ + \varepsilon_2 P_2 \left( M_1 - G M_2 \right)^T P_2 \]

\[ + \varepsilon_2 P_2^2 + \varepsilon_2 P_2 M_1 M_2 \left( N_1 + \varepsilon_0 \left( N_2 K_2 \right) \right)^T \]

Theorem 4: Under Assumptions 3-5, two nonlinear observer gain parameter matrices \( G^* \) and \( K^* \) such that the augmented system (31) is ASMS if and only if there exist sufficiently small positive constants \( \delta_4 \) and \( \delta_2 \) and a positive achievable parameter vector \( \left( \varepsilon_5, \varepsilon_6, \varepsilon_7, \varepsilon_8, P \right) \) such that the following algebraic Riccati matrix equalities

\[ \Gamma_{11} := \left( A + BK_1 \right)^T P_1 + P_1 \left( A + BK_1 \right) \]

\[ + \varepsilon_4 \left( F F_f \right)^T \left( F F_f \right) + \varepsilon_1 P E E^T P_1 \]

\[ + \varepsilon_2^2 \lambda_{\max} \left( M_1 M_1 \right) \left( N F F_f F_f \right) + \varepsilon_4 \left( N_1 + N N K_2 \right)^T \left( N_1 + N N K_2 \right) \]

\[ \Gamma_{12} := \left( A - G C + B K_2 \right)^T P_2 + P_2 \left( A - G C + B K_2 \right) \]

\[ + \varepsilon_2 P_2 \left( M_1 - G M_2 \right)^T P_2 \]

\[ + \varepsilon_2 P_2^2 + \varepsilon_2 P_2 M_1 M_2 \left( N_1 + \varepsilon_0 \left( N_2 K_2 \right) \right)^T \]

\[ \Gamma_{22} := \left( A - G C + B K_2 \right)^T P_2 + P_2 \left( A - G C + B K_2 \right) \]

\[ + \varepsilon_2 P_2 \left( M_1 - G M_2 \right)^T P_2 \]

\[ + \varepsilon_2 P_2^2 + \varepsilon_2 P_2 M_1 M_2 \left( N_1 + \varepsilon_0 \left( N_2 K_2 \right) \right)^T \]

\[ \text{Holds, respectively, have positive-definite solutions } P = \text{diag} \left( P_1, P_2 \right) \text{ with } P_1 > 0 \text{ and } P_2 > 0, \text{ where all the matrices } \Phi, \Theta \text{ and } R \text{ are defined in (33), then the nonlinear observer gains of (27) are parameterized by} \]

\[ K_1 = R_1^{-1} \left( \Phi^T \right), \quad K_2 = \frac{\varepsilon_1 E E^T R}{B + \varepsilon_1} \text{ (37)} \]

\[ G_2 = P_2^{-1} \Theta^* R_2^{-1} - P_2^{-1} U U^T R_2^{-1} \text{ (38)} \]

Where,

\[ \Phi^T = I \text{ is an arbitrary orthogonal matrix (i.e., } \Phi^T \Phi = I \text{), } \Phi_2 \in R^{m \times p} \text{ is an arbitrary matrix meeting} \]

\[ -\Phi_2 + \Phi_2 \geq 0 \text{ and } \Phi_2 \text{ is defined in (33)}; \]

\[ \Phi_2 \in R^{m \times l} \text{ is an arbitrary orthogonal matrix (i., e., } \Phi_2 \in R^{m \times l} \text{ is an arbitrary matrix satisfying} \]

\[ -\Phi_2 \leq 0 \text{ and } \Phi_2 \text{ is expressed in (33)}. \]

Proof: (Necessity) Setting \( P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix} \) it is note that Assumption 4 does not lose any generality, so the matrix \( M_2 \) is of full row rank, and \( R_2^{-1}, R_2^{-1} \) exist. Simultaneously, some definitions of \( P_1, P_2 \) are considered in (30), by using the Lyapunov function candidate as \( Y(t) = x_f^T(t) P x_f(t) \) then the time derivative of \( Y(t) \) along a given trajectory (31) is governed by

\[ \frac{dY(t)}{dt} := x_f^T(t) P x_f(t) + x_f^T(t) P \dot{x}_f(t) \]

\[ = x_f^T(t) \left( P + P A_2 + A^T P + P A_2 \right) x_f(t) \]

\[ + x_f^T(t) \left( P x_f(t) + x_2^T(t) P A_2 + x_2^T(t) P A_2 + x_2^T(t) P A_2 \right) \dot{x}_f(t) \]

By adopting from Lemma 1 to Lemma 3, Eq. (39) is replaced by

\[ \frac{dY(t)}{dt} = x_f^T(t) P x_f(t) \leq x_f^T(t) \Theta x_f(t) \text{ (40)} \]
Where, $\Pi = \begin{bmatrix} \Pi_{11} & \Pi_{12} \\ \Pi_{21} & \Pi_{22} \end{bmatrix}$ and

$$
\Pi_{11} = (A + BK_1)^T P_1 + P_1 (A + BK_1) + (M_1 F(t)(N_1 + K_1))^\top P_1 + P_1 (M_1 F(t)(N_1 + K_1)) + \varepsilon_1 (F_1 F_2)^\top (F_1 F_2) + \varepsilon_2 I EE^T P_1 + \varepsilon_4 \lambda_{\text{max}} \left( \begin{bmatrix} M_1^T M_1 \\ N_1 F_1 F_2 \end{bmatrix} \right)^\top \left( \begin{bmatrix} N_1 F_1 F_2 \end{bmatrix} \right),
$$

$$
\Pi_{12} = -BK_2 - M_1 F(t)(N_2 K_2 + \varepsilon_5 I EE^T P_1)^\top P_2,
$$

$$
\Pi_{21} = (A - G C + BK_1)^T P_2 + P_2 (A - G C + BK_1) + \varepsilon_1 (M_1 - G M_2)(F(t)(N_1 + K_1))^\top P_2 + \varepsilon_2 (M_1 - G M_2)(F(t)(N_1 + K_1)) + \varepsilon_4 I EE^T P_2 + \varepsilon_5 I.
$$

According to Lyapunov theory, the augmented system (31) is ASMS for the addressed nonlinearity as well as all admissible uncertainties if only and if the inequality (40) is strictly less than zero. Fortunately, noting that the definition (33) and the sufficient conditions of Theorem 3, if the ARME (34) is implemented into inequality (40), then we obtain $\Sigma_{11} = -\delta I < 0$. Observing from the definition of positive matrix $P$, non-diagonal elements of (32) will be equal to zero, thus it is easy to get $\Sigma_{12} = 0$. Moreover, once the ARME (35) is true, it implies that $\Sigma_{22} = -\delta I < 0$. Subsequently, there is $\frac{dV(t)}{dt} < 0$. Therefore, the necessity proof of this theorem is to an end. (Sufficiency) The following derivation is focused on designing of the unknown feedback gain $K^* = \left[ \begin{array}{c} K_1 \\ K_2 \end{array} \right]$ and the nonlinear observer gain $G$, by developing the following discussion.

a) Considering of the definition (33), $\Sigma_{zz} = 0$ is replaced by

$$
-BK_2 - M_1 F(t)(N_2 K_2 + \varepsilon_5 I EE^T P_1)^\top P_2 = 0 \quad (41)
$$

In term of $\Sigma_{zz}$ by the formula (33) and $P_2 > 0$, $K_2$ is estimated as Eq. (37), where the existence of a positive constant $q \in [0, 1)$ is to make the matrix $B + q^2 \lambda_{\text{max}} \left( \begin{bmatrix} M_1^T M_1 \\ N_1^2 N_2 \end{bmatrix} \right)$ remain invertible.

b) By resorting $\Sigma_{11}$, $\Phi_*$ and $\Theta_*$ in the definition (33), and substituting $\Sigma_{11}$ into Eq. (34), the expression $\Sigma_{11}$ is rearranged

$$
\begin{bmatrix}
K_1^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{0.5} + \Theta_1^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{0.5} \\
K_1^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{0.5} + \Theta_1^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{0.5}
\end{bmatrix}^T
$$

(42)

In the light of the orthogonality of $\Phi_*$, and the definition $\Phi_*$ and $\Theta_*$ of (33), it is easy to observe that

$$
\Phi_* + \Theta_*^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{-1} \Theta_* = \Phi_*^* \Theta_*^T 
$$

(43)

Instead of the matrix equality (42),

$$
K_1^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{0.5} + \Theta_1^T \left( \varepsilon_7^{-1} N_1^2 N_2 \right)^{0.5} = \Phi_*^* \Theta_*^T 
$$

(44)

for $\forall \Gamma_c \in R^{m \times p}$. By the definition of $\Phi_*$, Eq. (36) follows immediately.

c) By using the definitions of $\Sigma_{zz}$, $\Psi_*$ and $\Theta_*$ in (33), substituting (37) into $\Sigma_{zz}$ the expression (35) is re-expanded by

$$
P_2 G_* \left( \varepsilon_5 M_2 M_1^T \right)^T \left( P_2 G_* \right)^T \left( P_2 G_* \right) + C + \varepsilon_5 M_2 M_1^T P_2
$$

(45)

This can be equivalently expressed by

$$
P_2 G_* \left( \varepsilon_5 M_2 M_1^T \right)^{0.5} + \left( C + \varepsilon_5 M_2 M_1^T P_2 \right)^T \left( \varepsilon_5 M_2 M_1^T \right)^{0.5}
$$

(46)

Further, when the achievable parameter vector $[\varepsilon_\Psi, \varepsilon_\Psi, \varepsilon_P, \varepsilon_P]$...
P) is given, we take the square root decomposition

\[ \Phi = \Sigma \Phi \Sigma^{-1} \]

and then (46) holds if and only if

\[ -P \tilde{G}_s \left( e_0 M_2 M_2^T \right)^{0.5} \left( C + e_0 M_2 M_2^T P_s \right)^T \left( e_0 M_2 M_2^T \right)^{0.5} = U \Phi_s \]  

(48)

Therefore, Eq. (38) follows immediately, for the arbitrary \( \tilde{V}_s \in R^{n \times p} \). The proof of this theorem is completed. From Theorem 4, a modified nonlinear observer design algorithm with an unknown feedback gain is presented in Table 2.

Table 2: Systematic design algorithm of nonlinear observer with an unknown feedback gain.

Remark 2: Throughout the design approach of the desired nonlinear observer gain parameters \( \tilde{G}_s \) and \( \tilde{K}_s \) in Theorem 4, the algorithm described in Table II is convergence, since the nonlinear augmented system (31) can be proven to maintain ASMS for the addressed nonlinearity and all admissible uncertainties. More importantly, sufficient and necessary conditions of the desired nonlinear observer with an unknown feedback gain can be designed and derived from the developed theory. As a result, structure parameters \( \tilde{G}_s \) and \( \tilde{K}_s \) of the desired nonlinear observer (27) can be selected from the algebraic Riccati equations (36)-(38), for appropriate orthogonal matrices \( \tilde{V}_s \in R^{n \times p} \) and \( \tilde{V}_s \in R^{n \times p} \).

Numerical examples

In this section, for the purpose of illustrating the usefulness of the theory developed, two simulation examples are presented. The first example considers stability analysis of the error state system (17) as well as nonlinear observer gain \( \tilde{G}_s \) design. Further, the second example investigates stability analysis of the augment system (31) and nonlinear observer gain parameters \( \tilde{G}_s \) and \( \tilde{K}_s \) design.

Example 1: Consider the nonlinear uncertain stochastic system (13)-(17)

\[ A = \begin{bmatrix} -2 & 1 \\ 1 & 0.5 \end{bmatrix}, \quad B = \begin{bmatrix} 0.3 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 0.5 & 0.5 \end{bmatrix} \]

\[ E = \begin{bmatrix} 0 & 0.1 \\ 0.1 & 0 \end{bmatrix}, \quad D = \begin{bmatrix} 0.1 \\ 0 \end{bmatrix}, \quad D_2 = \begin{bmatrix} 0.1 \end{bmatrix} \]

\[ f(x(t)) = 0.1 \sin x_1, \quad F(t) = \sin t_2 \]

\[ M_1 = 0.05 I_2, \quad M_2 = \begin{bmatrix} 0.08 \\ 0.06 \end{bmatrix}, \quad N_1 = 0.08 I_2, \quad N_2 = 0.06 I_2, \quad N_3 = 0.04 I_2 \]

\[ F_1 = \begin{bmatrix} 0.2 \\ 0 \end{bmatrix}, \quad F_2 = \begin{bmatrix} 0.1 \end{bmatrix} \]

Choose appropriate parameters as \( \varepsilon_1 = 0.5256, \varepsilon_2 = 0.5256, \varepsilon_3 = 8.7729, \varepsilon_4 = 8.7729, \delta_1 = 0.0001 \), and feedback gain \( \tilde{K}_s = 10 \). Then, by solving the Riccati equation (18), we obtain

\[ P = \begin{bmatrix} 3.4437 & 4.5607 \\ 4.5607 & 16.1160 \end{bmatrix} \]

Furthermore, substituting \( V^* = 1 \) into (21) yields the desired nonlinear observer gains

\[ \tilde{G}_s = \begin{bmatrix} 1.7358 \\ 0.1709 \end{bmatrix} \]

On the other hand, the result obtained in [24] is recorded

\[ \tilde{G}_w = \begin{bmatrix} 0.9318 \\ -0.0751 \end{bmatrix} \]

Subsequently, the values of nonlinear observer gain with a known feedback gain for the error state system (17) are shown in Table 3 through comparing with the results of the method presented in [24]. From Table 3, it can be concluded that

Table 3: Obtained nonlinear observer gain by comparing to the method in [24].

<table>
<thead>
<tr>
<th>Methods</th>
<th>Feedback Gain</th>
<th>Nonlinear Observer Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 2</td>
<td>( \tilde{K}_s )</td>
<td>( \tilde{G}_s )</td>
</tr>
<tr>
<td>[24]</td>
<td>( \tilde{K}_s )</td>
<td>( \tilde{G}_w )</td>
</tr>
</tbody>
</table>

a) \( \tilde{G}_s \) obtained by Theorem 2 is better than the obtained by the approach in [24];

b) The results obtained by the method of Theorem 2 are better when \( \tilde{G}_s \) is larger.
transient performance requirements (e.g., achievability, ASMS) are easier to be satisfied. In the Table 1 framework, for the desired nonlinear observer $G^*$ in Table 3 with a known feedback gain, the dynamics of error-state system (17) is shown in Figure 2.

The error $e$ defined in (15) between the desired trajectory $x$ and the estimated $\hat{x}$, is a vector of auxiliary signal. It is seen from Figure 3 that the error-state is asymptotically convergence to zero-dynamics, which illustrates that the closed-loop system (17) is stable. So the effectiveness of the developed theory (e.g., Theorem 1 and Theorem 2) is verified.

Example 2: Consider the nonlinear augment system (27)-(31) with parameters.

We can choose some sufficient small positive constants $\varepsilon_5 = 0.8055$, $\varepsilon_6 = 10.1072$, $\varepsilon_7 = 12.4537$, $\varepsilon_8 = 17.7075$, $\varepsilon_9 = 75.3355$, $\delta_3 = 0.0001$, $\delta_4 = 0.0001$. Then the positive definite solution $P_1$ to the matrix Riccati equation (34) and matrices $\Theta_1$, $R_1$ are given by

Further, by the use of expressions (36), (38) for the orthogonal matrix $V^* = 13$, a positive definite solution $P_2$ to meet the Riccati matrix equality (35), and matrices $\Theta_2$, $R_2$ are presented by

Therefore, the structure parameters as $G^*$ and $K^*$ of the desired nonlinear observer design in (27), are obtained
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respectively. In the Table 2 framework, for the desired nonlinear observer gain $G^*$ with an unknown feedback gain $K^*$ in the structure of (27) satisfied with (36-38), the dynamics of augment-state system (31) is displayed in Figure 4 & 5. It is seen from both Figure 4 & 5 that the augment-state system is asymptotically convergence to zero-dynamics, which implies that the closed-loop system (31) is stable. Therefore, the proposed theory (e.g., Theorem 3 and Theorem 4) is reasonable. It is worth noting that sufficient and necessary conditions of the nonlinear observer $G^*$ with an unknown feedback gain $K^*$ are obtained as the parameterized expressions (36-38) in the structure of (27). As a result, from Theorem 4, the design of nonlinear observer with an appropriate parameter achieve vector can be guaranteed, such that the proposed system (31) meets the desired transient performance requirements (e.g., achievability, ASMS) Figure 6.

**Conclusion**

In this paper, by utilizing several parameterized achievable conditions for stability analysis of a class of MLFMs, nonlinear observer design problem is discussed. First, by dynamic modeling of the flexible manipulator, an uncertain nonlinear system is unfolded. In a unified ARME framework, to derive sufficient and necessary conditions of ASMS for the proposed system with appropriate nonlinear observers, an error-state system with a known feedback gain and one expansion augment system with an unknown feedback gain is designed, respectively. Moreover, two systematic nonlinear observers design algorithms are presented in Tables 1 & 2. To illustrate the effectiveness of the developed theory, two numerical examples are demonstrated.
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